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ABSTRACT
This paper studies the fundamental trade-off between communica-
tion cost and delay cost arising in various contexts such as con-
trol message aggregation or organization theory. An optimization
problem is considered where nodes are organized in a tree topol-
ogy. The nodes seek to minimize the time until the root is informed
about their states and to use as few transmissions as possible at
the same time. We derive an upper bound on the competitive ratio
of O(min(h, c)) where h is the tree’s height, and c is the trans-
mission cost per edge. Moreover, we prove that this upper bound
is tight in the sense that any oblivious algorithm has a ratio of at
least Ω(min(h, c)). For chain networks, we prove a tight compet-

itive ratio of Θ(min(
√

h, c)). Furthermore, the paper introduces a
new model for online event aggregation where the importance of
an event depends on its difference to previous events.

Categories and Subject Descriptors
C.2.4 [Distributed Systems]

General Terms
Algorithms, Theory

Keywords
Competitive Analysis, Wireless Sensor Networks, Distributed Al-
gorithms, Aggregation

1. INTRODUCTION
The analysis of distributed algorithms often revolves around time

and message complexity. On the one hand, we want our distributed
algorithms to be fast, on the other hand, communication should be
minimized. Problems often ask to optimize one of the two—and
treat the other only as a secondary target. However, there are situa-
tions where time and message complexity are equally important.

In this paper, we study such a case known as distributed aggre-
gation. Nodes of a large distributed network may sense potentially
interesting data which they are to report to a central authority. Not
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only should the data make its way fast through the network such
that information is not unnecessarily delayed; but also, since mes-
sage transmission is costly, one may reduce the number of trans-
missions by aggregating messages along the way. In other words,
nodes may wait for further packets before forwarding them in or-
der to decrease the number of transmission at the expense of a later
arrival of the information at the sink. This problem has many ap-
plications. In the past it was mostly studied in contexts such as
control message aggregation, or organization theory. In the heyday
of wireless networking the first application that comes to mind is
perhaps sensor networking. Due to energy constraints, it is neces-
sary to minimize the number of transmissions. At the same time,
it is desirable to aim at minimizing the time until the nodes are
informed about changes of measured values.

This paper assumes that the communication network of the nodes
forms a pre-computed directed spanning tree on which information
about events is passed to the root node (the sink). We assume that
data arrives at the nodes in an online (worst-case) fashion. A main
challenge is to decide at what points in time data should be for-
warded to a parent in the tree.

Our contributions are the following. We prove that a simple al-
gorithm achieves a competitive ratio of O(min(h, c)) where h is
the tree’s height, and c is the transmission cost per edge, which im-
proves on an existing upper bound of O(h log (cn)), where n is
the network size. This algorithm is oblivious, i.e., decisions at each
node are based solely upon the static local information available
at the node. Being oblivious is a desirable property of distributed
algorithms, since non-oblivious algorithms need dynamic updating
mechanisms—a costly operation. We also demonstrate that this
upper bound is tight in the sense that there exist problem instances
where any oblivious algorithm has a ratio of at least Ω(min(h, c)).

Earlier work proved a lower bound of Ω(
√

h) on a chain network.
Therefore, we examine this topology more closely and show that
chain networks are inherently simpler than general trees by giving
a competitive ratio of Θ(min(

√
h, c)) for oblivious algorithms. In

the last part of this paper, we initiate the study of a new event ag-
gregation model which takes into account that nodes often have
non-binary data to aggregate and greater differences between val-
ues need to be reported to the root faster than small differences. We
present a model comprising this additional constraint as well as an
oblivious algorithm achieving a competitive ratio of Θ(c/ε) on a
one-link network, where ε is the minimum difference between two
values. Moreover, we devise a polynomial algorithm that can com-
pute an optimal aggregation strategy offline for chain networks.

This paper is organized as follows. We review related work in
Section 2 and we introduce our model in Section 3. Section 4
contains our main technical contributions and Section 5 addresses
value-sensitive aggregation. We conclude the paper in Section 6.
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2. RELATED WORK
The trade-off between delay and communication cost appears in

various contexts, and plays a role in the design of algorithms for
wireless sensor networks, for Internet transfer protocols, and also
appears in organization theory. This section gives a brief overview
of related work on this topic.

Papadimitriou et al. [11, 12] investigate the following optimiza-
tion problem: An organization is modeled as a tree where employ-
ees (leaves) receive messages to be sent to the boss (the root). The
authors observe that before it is possible to accept some commu-
nication, humans typically must do a “context switch” in order to
process the message properly, and that the cost of these context
switches becomes large if communications are not scheduled care-
fully. Concretely, the cost function consists of two components,
one capturing the total number of messages sent along the tree, and
the other one capturing the total delay incurred by the messages be-
fore they reach the root. For the formal analysis of this dilemma of
interruptions, a Poisson process queuing model is assumed.

A basic problem in the design of Internet transfer protocols such
as the TCP protocol concerns the acknowledgements (ACKs) which
have to be sent by a receiver in order to inform the sender about the
successful reception of packets: In many protocols, a delay algo-
rithm is employed to acknowledge multiple ACK packets with a
single message or to piggy-back the ACK on outgoing data seg-
ments [14]. The main objective of these algorithms is to save band-
width (and other overhead at the sender and receiver) while still
guaranteeing small delays. The problem of aggregating ACKs in
this manner is also known as the TCP acknowledgment problem [5].
Karlin et al. [7] pointed out interesting relationships of the single-
link acknowledgment problem to other problems such as ski-rental,
and gave an optimal, e/(e − 1)-competitive randomized online al-
gorithm. Brito et al. [4] calculated general upper and lower bounds
for an asynchronous ACK delaying problem.

There are many variations of the theme, e.g., Albers et al. [1]
seek to minimize the number of acknowledgments sent plus the
maximum delay incurred for any of these packets. They propose a
π/6-competitive deterministic algorithm for the single link, which
is also a lower bound for any deterministic online algorithm. Fred-
eriksen et al. [6] consider deterministic and randomized algorithms
for bundling packets on a single-link network; their objective func-
tion measures the total time elapsed while packets are waiting at
the leaf node, but have not been delivered yet.

Finally, there is much literature on aggregation in sensor net-
works [10, 13, 15, 16, 17]. E.g., Becchetti et al. [2] studied online
and offline algorithms for scenarios where fixed deadlines must be
met. They show that the offline version of the problem is strongly
NP-hard and provide a 2-approximation algorithm.

The paper closest to ours is by Khanna et al. [8]. Our model
is derived from the one by [8] which investigates the task of cen-
tralized and decentralized online control message aggregation on
weighted tree topologies. In particular, [8] presents a O(h log α)-
competitive distributed algorithm, where h is the tree’s height, and
α is the sum of the weights of the tree’s edges. Moreover, the au-
thors show that any oblivious distributed online algorithm has a
competitive ratio of at least Ω(

√
h). In this paper, we study the

same algorithm and we give a new analysis for scenarios where
the communication cost is c on all links, resulting in a better upper
bound of O(min (h, c)). We also derive a new generalized lower
bound for edge cost which are different from h, and show that for
any oblivious aggregation algorithm, the competitive ratio is at least
Ω(min(h, c)). Moreover, by taking into account many interesting
properties of our algorithm, we show that for chain graphs an upper
bound of O(min(

√
h, c)) holds. This is asymptotically tight.

Korteweg et al. [9] address the same problem, but they follow a
bicriterion approach which considers time and communication as
two independent optimization problems: a (B, A)-bicriterion prob-
lem minimizes objective A under a budget on objective B. Inter
alia, the authors prove that if r is the ratio between the maximum
and the minimum delay allowed, then the competitive ratio of their
algorithm is (2hλ, 2h1−λ log r) for any λ in (0, 1].

3. MODEL
Let there be a rooted tree T = (V, E) of height h with root

r ∈ V and n = |V | nodes. Every node u except for the root r (the
sink) has a parent node v, i.e., an edge (u, v) ∈ E. The cost of
transmitting a message over an edge is c.

We assume that events occur at the leaf nodes L ⊂ V (e.g., a
control message arriving at a node, or a sensor node detecting an
environmental change). We will refer to the information about the
occurrence of a single event as an event packet. Leaf l creates an
event packet p for every event that happens at l.

Eventually, all event packets have to be forwarded to the root.
Instead of sending each packet p ∈ P individually to a node’s par-
ent after the event took place, nodes can retain packets and send a
message m consisting of one or more packets together later, thus
saving on communication cost as we have to pay for a link only
once per message (rather than per event). Messages can be merged
iteratively with other messages on their way to the root.

We consider a synchronous model where time is divided into
time slots. In each slot, an arbitrary number of events can arrive at
each node. For an event packet p, tl (p) denotes the time slot its
corresponding event occurred at a node and tr (p) the time when it
reaches the root. For each time slot an event waits at a node, we
add one unit to the delay cost, i.e., the delay cost dc (p) the event
accumulates until reaching the root is dc (p) = tr (p) − tl (p).

Each message can only be forwarded one hop per round, i.e., a
message always has to wait one round. Thus, the delay accumu-
lated by an event is at least hl, where hl denotes the length of the
path from the respective leaf l to the root. The total delay cost of
all events accumulated up to time slot T is hence

dcT =
X

p∈P,tr(p)≤T

dc (p) +
X

p∈P,tr(p)>T

(T − tl (p)).

Nodes can aggregate as many event packets as needed. At each
time step t, a node may aggregate awaiting event packets and for-
ward the resulting message to its parent. The cost of sending a
message is c per edge no matter how many event packets are com-
bined. Consequently, the total communication cost is the sum of
the edge cost of all message transmissions. More formally, let St

be the set of nodes sending out a message in time slot t, then the to-
tal communication cost ccT up to time slot T is ccT =

PT
t=1 |St|.

The total cost up to time T is the sum of both the delay and the
communication cost,

costT = dcT + ccT .

Observe that the edge cost c allows us to weight delay and commu-
nication costs: a larger c implies that communication cost become
relatively more important compared to the delay cost. Note that
we neglect the energy consumption in idle listening mode and con-
sider the nodes’ transmission cost only. We believe that this is jus-
tified for networks where listening nodes have their radios turned
off most of the time and only check for data transfers at the very
beginning of each time slot.

Nodes do not know the future arrival time of events, and hence
have to make the decisions on when to send messages online. We
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are in the realm of competitive analysis [3] and define the (strict)
competitive ratio ρ achieved by an online algorithm AGG as the
delay and communication cost of AGG divided by the total cost of
an optimal offline algorithm OPT .

DEFINITION 3.1 (ρ-COMPETITIVENESS). An online algorithm
AGG is (strictly) ρ-competitive compared to an optimal offline al-
gorithm OPT if for all input sequences I , i.e., all possible event
arrival sequences,

costALG(I) ≤ ρ · costOPT (I).

The goal of an online algorithm designer is hence to devise algo-
rithms minimizing ρ, as a small ρ describes the guaranteed worst-
case quality of an algorithm.

In this paper, we focus on oblivious online algorithms.

DEFINITION 3.2 (OBLIVIOUS ALGORITHMS). A distributed
online algorithm ALG is called oblivious if the decisions by each
node v ∈ V whether to transmit a message solely depends on the
time slots when the packets currently stored at v arrived (at v).

In particular, Definition 3.2 implies that the decisions of a node v
do not depend on packets forwarded by v earlier or on v’s location
in the aggregation network.

4. ALGORITHM AND ANALYSIS

4.1 Algorithm
This section describes and analyzes the deterministic online al-

gorithm AGG presented in [5, 8]. The algorithm is oblivious in the
sense that given the same packet arrival times, each node will re-
act in the same way, i.e., independently of its distance to the root
(cf. Definition 3.2). Essentially, the event aggregation algorithm
AGG seeks to balance the total delay cost and the total commu-
nication cost. In order to do so, it aggregates information about
multiple events into one message until the forwarding condition is
satisfied. Whenever a new event occurs or a message arrives, it is
merged with the message waiting for transmission at the node.

For each message m, we define delay(m, t), denoting the delay
associated with message m at time t. Informally, it is the sum of the
accumulated delay cost of all the event packets the message m con-
tains, minus the sum of the edge cost of every edge a message was
sent over. Thus, not only the delay but also the communication cost
paid already is taken into account. More formally, let a message m
be a set of merged messages {m1, . . . , mk}, where message mi

consists of |mi| packets and arrived at the current node in time slot
ti. The delay of message m at time t is defined by

delay(m, t) :=

kX
i=1

[delay(mi, ti) − c + |mi|(t − ti)] .

When executing algorithm AGG, a node v forwards a message
m to its parent as soon as the current accumulated delay exceeds
the transmission cost.

delay (m, t) ≥ c.

We demonstrate the execution of AGG on a simple example.
Consider the tree and the event arrival sequence in Figure 1. There
are two events occurring at leaf node v1, one in time slot t = 1,
one at time t = 2. Node v2 receives two packets at t = 2. The
transmission cost is set to c = 3. For this input sequence, node v1

sends its two packets after time t = 2 and node v2 after time t = 3,
i.e., as soon as the accumulated delay reaches or exceeds c = 3.
Node v3 incurs a delay of two after the message from v1 arrives.

root

v1 v2

v3

events at node v1 v2

t = 1 1 0
t = 2 1 2

delay at node v1 v2 v3

t = 1 1 0 0
t = 2 3 2 0
t = 3 0 4 2
t = 4 0 0 7
t = 5 0 0 0

Figure 1: Example execution of AGG where the transmission
cost c is 3.

In the next time slot, v3’s delay cost increases to 7, as the message
from v2 carries an “overflow delay” of 4− c = 1 and there are four
messages at v3. Adding this up to the delay cost of the previous
slot results in 2 + 1 + 4 = 7.

4.2 Tight Bound for Trees
We establish a new upper bound of O(min(h, c)) on the compet-

itive ratio of AGG by an astoundingly simple analysis. Instead of
calculating the delay and the communication cost the event pack-
ets accumulate, we focus on the messages AGG and OPT send.
We proceed as follows. First, we investigate the competitiveness of
AGG for a single link network, then tackle the chain network, and
finally generalize our analysis to tree topologies.

THEOREM 4.1. On arbitrary trees, the competitive ratio of AGG
is at most

ρ =
costAGG

costOPT ∈ O(min (h, c)).

PROOF. The proof unfolds in several lemmas.

LEMMA 4.2. [5] The competitive ratio of AGG on a single link
is at most 2.

PROOF. Consider a single link of cost c. Let ti be the time slot
AGG sends the message mi containing information on ki events.
This transmission entails a communication cost of ccAGG

i = c. The
total delay of the events in message mi is dcAGG

i = c + xi for
some xi ≥ 0, because mi will be sent as soon as its events’ delay
exceeds c, and because there can be (xi + 1) ≥ 0 simultaneous
event arrivals in the time slot immediately preceding ti. Any opti-
mal offline algorithm OPT will have at least delay cost xi as well.
In addition, OPT incurs a cost of at least c for the event packets
contained in mi, either because of a transmission or due to the ac-
cumulated delay, costAGG

i /costOPT
i ≤ (2c + xi)/(c + xi). This

expression is maximized for xi = 0, implying a competitive ratio
of 2. �

In a next step we analyze the chain network. First, we assume
that each message of the optimal offline algorithm which is sent
from a given leaf node comprises packets of multiple messages sent
by AGG at this leaf, and show that the claim indeed holds in this
case. Second, we prove that the claim holds true also if AGG sends
more messages than OPT . Finally, our results are generalized for
arbitrary sending sequences and for trees.

LEMMA 4.3. If the optimal algorithm’s messages sent from a
given leaf l include all packets of multiple messages of AGG, the
competitive ratio is at most O(min (hl, c)).

PROOF. Let mA
i denote the ith message leaf node l located at depth

hl sends to its parent. Let the total number of messages sent by
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AGG at l be denoted by MA
l . Due to our assumption, a message

mO
j of OPT contains the event packets of one or several messages

of AGG, i.e., mO
j = ∪i′

k=im
A
k for some i′ ≥ i. The cumulated cost

for AGG is less than (i′ − i + 1)(3hlc), since any message incurs
a delay cost of less than 2c and a transmission cost of c per hop
towards the root.

Let the total number of messages sent by the optimal algorithm
at node l be MO

l . The cost a message mO
j accumulates is at least

(i′ − i + 1)(c + hl − 1); the term (i′ − i)c is the delay cost the
events accrue while waiting at the leaf and (i′−i+1)(hl−1) is the
lower bound for the delay incurred on the way to the root, matched
if AGG’s messages contain one event each. The additional cost
c stands for the communication cost the optimal algorithm has to
pay for the first link. Note that this cost cannot decrease due to a
possible aggregation closer to the root. Hence we can write

ρ = costAGG/costOPT

≤
PMA

l
i=1 3hlcPMO

l
j=1 (i′ − i + 1) (c + hl − 1)

=
3hlc

c + hl − 1
∈ O(min(hl, c)),

which completes our proof. �

LEMMA 4.4. If the optimal algorithm sends more messages than
AGG from a given leaf node l, the competitive ratio is at most
ρ ∈ O(min (hl, c)).

PROOF. Let the total number of messages that node l at depth hl

sends be MA
l and let the total number of messages by the optimal

algorithm be MO
l . The delay cost these messages accumulate for

OPT is at least MO
l hl, regardless of aggregation operations closer

to the root, and the communication cost is at least MO
l c since every

message has to be sent over the first link separately. The cumulated
cost for AGG is at most MA

l (3hlc). Thus

ρ ≤
PMA

l
i=1 3hlcPMO

l
j=1 hl + c

≤ 3hlc

hl + c

∈ O (min (hl, c)) .

�

Continuing the proof of Theorem 4.1, it remains to consider
an arbitrary sequence of event arrivals where the optimal algo-
rithm’s messages are not unions of the packets of several mes-
sages of the online algorithm AGG or where the optimal algo-
rithm transmits more often at the leaf, but messages of AGG are
split and recombined across several messages the optimal algo-
rithm sends. We divide the sequence of event arrivals into sec-
tions where AGG sends more messages than OPT and into sec-
tion where AGG sends fewer messages than OPT . We proceed in
the following way: Set t := 0. For every time slot ti where AGG
sends a message we check whether the number of messages so far
exceeds the number of messages the optimal algorithm sends. As
soon as this condition is not satisfied anymore (time slot tk) we
backtrack to the previous message at time slot tk−1. We exempt
OPT from paying for the messages it did not send towards the
root up to this time slot. For the section [0, tk−1], Lemma 4.3 can
be applied. We continue by resetting t := 0. For every time slot
ti where AGG sends a message we check whether the number of
messages so far is below the number of messages the optimal sends.
As soon as this condition is not satisfied anymore (time slot tk) we

root

v1 v2 v3 ... vn/2-1

vn/2

Figure 2: Lower bound topology.

backtrack to the previous message at time slot tk−1. We exempt
OPT from paying for the messages it did not send towards the
root up to this time slot. For the section [0, tk−1] we can now ap-
ply Lemma 4.4. We repeat this examination for all remaining slots.
Consequently it holds for each leaf that there is no section where
AGG’s ratio is higher than O(min(h, c)). Since no assumptions
on the behavior of the optimal algorithm have been made in the
arguments above and since we only count the communication cost
incurring on the edges between the leaves and their neighbors, the
statements hold for general trees as well. �

We conclude our investigations of the tree network with a lower
bound stating that AGG is asymptotically optimal for any oblivious
algorithm. Recall from Definition 3.2 that for oblivious algorithms,
it holds that the wait time w only depends on the packet arrival time
of the packets currently stored by a given node.

THEOREM 4.5. Any oblivious deterministic online algorithm has
a competitive ratio of at least

ρ =
costALG

costOPT ∈ Ω(min(h, c))

on the tree.

PROOF. Consider the tree topology depicted in Figure 2 which
consists of a chain network of n/2 + 1 nodes, where all nodes
except for the two last ones have an additional neighbor. The leaf
nodes are referred to by v1, ..., vn/2.

Assume an input sequence where all leaves simultaneously get
one packet and consider any oblivious online algorithm ALG. Since
ALG is oblivious, according to Definition 3.2, each leave node vi

will send the packet after waiting for w time slots to its parent,
where the packet arrives at time w + 1 (the value of w > 0 de-
pends on the chosen algorithm). From there, the packet leaves at
time 2w + 1. And so on. Generally, the packet of leaf node vi will
arrive at a node at distance j from vi at time jw + j, and will stay
there for w rounds. Observe that the packets of two nodes vi−1

and vi are never merged into one message, as the time intervals
[(j − 1) w + (j − 1) , jw + (j − 1)] and [jw + j, (j + 1) w + j]
are disjoint. Thus, ALG has communication cost in the order of
Θ
`
h2c
´

and delay cost in the order of Θ
`
h2w

´
. Now consider

an algorithm which aggregates all these packets on the way to the
root: the communication cost are in Θ(ch), and the delay cost are
Θ
`
h2
´
. As the optimal algorithm OPT can only have lower cost,

we have the following (asymptotic) competitive ratio:

ρ =
costALG

costOPT ≥ h2w + h2c

2hc + h2
,

and the claim follows. �

Discussion. The analysis of Theorem 4.1 can be compared to
the results obtained in [8]. There, an upper bound of O (h log α)
is derived for the competitive ratio of AGG, where α is the total
edge weight of the tree. If all edges have a weight c, this trans-
lates into O (h log (nc)), which is O

`
h2 log c

´
in balanced binary

trees. In this case, our much simpler analysis is better by a factor
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of Θ(h log c) if h < c. In other networks, for instance, on chain
topologies, the gap between the two bounds narrows, although it
always remains positive.

4.3 Tight Bound for Chains
In order to obtain our upper bound for trees, the previous section

has already briefly studied the competitiveness of AGG on chain
networks. In the following, it is shown by a more detailed analy-
sis taking into account many intrinsic properties of AGG, that the
bound can be improved. Concretely, we prove that on the chain
topology, AGG is O(

√
h)-competitive, and that no oblivious algo-

rithm is can be less than Ω(min(c,
√

h))-competitive.

THEOREM 4.6. In chain graphs, the competitive ratio of AGG
is

ρ =
costAGG

costOPT ∈ O
“
min

“√
h, c
””

.

PROOF. We start analyzing input sequences where AGG does not
merge any messages at inner nodes. We then show that merge op-
erations cannot improve or deteriorate the competitive ratio.

LEMMA 4.7. On chain graphs and for sequences where AGG
does not have any merge operations, the competitive ratio of AGG
is O(

√
h).

PROOF. Consider a transmission of the optimal offline algorithm
OPT , and assume that OPT ’s message mO consists of packets
which are distributed over x

√
h messages mA

i of the online algo-
rithm AGG. Observe that x ∈ ω(1) since otherwise the claim
trivially holds due to the communication cost.

Let ni denote the number of packets in message mA
i , and let

ti denote the time when this message departs from the leaf node.
Without loss of generality we assume that ni ≤ c. In order to send
the x

√
h messages individually to the root, AGG incurs a trans-

mission cost of ccAGG = chx
√

h and the delay cost is bounded by
dcAGG < 2chx

√
h. For the optimal algorithm this transmission

entails a communication cost of ccOPT = ch. We now bound the
delay cost accumulated by each message mA

i which is merged into
message mO by the optimal algorithm. Without loss of generality,
assume that for 1 ≤ i ≤ x

√
h, all ni packets arrive simultane-

ously: if packets arrived dispersed over time, OPT would incur
higher delay cost. Let λi denote the time interval from the arrival
of the ni packets until the corresponding message departs from the
leaf. Moreover, let δi be the time interval after the message has de-
parted from the leaf until the next set of ni+1 packets arrives. The
delay cost the OPT accumulates at the leaf is given by

x
√

h−1X
l=i

x
√

h−1X
j=l

nl (δj + λj) .

We have λl = �c/nl	 by the definition of AGG. Under the as-
sumption that λl is c/nl, the delay of the optimal algorithm de-
creases while AGG’s cost remain the same. In order to guarantee
that consecutive messages cannot merge, it must hold for δl that

δl ≥ max

„
h

2

‰
2c

nl

ı
− h

2

‰
2c

nl+1

ı
− λl+1, 0

«
.

We show now that the delay cost for the optimal algorithm de-
creases if we balance the number of packets per message. Consider
two consecutive messages mA

i and mA
i+1, where mA

i+1 is not the
last message of mO

j for some j. Assume ni ≥ ni+1 + 1. We want
to compute the difference between the delay cost in this case (case

a: dc1) and the delay cost when we remove one packet from mA
i

and add it to mA
i+1 (case b: dc2). To this end it suffices to examine

the delay cost accrued in the time slots between the departure of
mA

i−1 and the arrival of mA
i+2. The relevant delay cost is

Pi−1
l=1 nl ·

(δi−1 + λi + δi + λi+1 + δi+1)+ ni (λi + δi + λi+1 + δi+1)+
ni+1 (λi+1 + δi+1) . Note that mA

i+1 cannot catch up with mA
i be-

cause of its size in dc1, thus δi = 0. For dc2, δi can only exceed 0
if ni − 1 > ni+1 + 1. The difference Δdc between the two costs
is hence

Δdc =

i−1X
l=1

nl · (δa)
i−1 + λ

a)
i + λ

a)
i+1 + δ

a)
i+1 − δ

b)
i−1 − δ

b)
i

−λ
b)
i+1 − δ

b)
i+1) + ni(λ

a)
i + λ

a)
i+1 + δ

a)
i+1 − λ

b)
i − δ

b)
i − λ

b)
i+1

−δ
b)
i+1) + ni+1(λ

a)
i+1 + δ

a)
i+1 − λ

b)
i+1 − δ

b)
i+1) − λ

b)
i − δ

b)
i

=

i−1X
l=1

nl ·
„

h

2

„‰
2c

ni+1

ı
−
‰

2c

ni

ı«
+

c

ni+1

«

+ni

„
h

2

„‰
2c

ni+1

ı
−
‰

2c

ni − 1

ı«
+

c

ni
− c

ni − 1
+

c

ni+1

«

+ni+1

„
h

2

„‰
2c

ni+1

ı
−
‰

2c

ni+1 + 1

ı«
+

c

ni+1
− c

ni+1 + 1

«

− c

ni − 1
− h

2

„‰
2c

ni − 1

ı
−
‰

2c

ni+1 + 1

ı«
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c
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Clearly, the sum of the terms multiplied by h/2 is at least zero.
Observe that the following inequality holds for all ni ≥ 2, ni−1 >
ni+1, and arbitrary ni−1:

ni

„
1

ni
− 1

ni − 1
+

1

ni+1

«
− 1

ni − 1

+ni+1

„
1

ni+1
− 1

ni+1 + 1

«
+

1

ni+1 + 1
> 0.

Hence, the difference of the cost is always positive, and a lower
bound for the delay cost is reached if for all pairs of consecutive
messages the second one contains at least as many packets as the
first one.

We now compute the delay cost of this balanced arrival sequence.
Let the last message with a size four times its predecessor’s, i.e.,
nk ≥ 4nk−1, be mA

k . (If no such message exists, take k = 1.) The
total sum of the delay cost in this case is

x
√

h−1X
i=1

x
√

h−1X
j=i

ni (tj − tj+1) >

k−1X
i=1

k−1X
j=i

niδj+

x
√

h−1X
i=k

x
√

h−1X
j=i

niλj .

The second summand is at least (x
√

h − 1 − k)2c/4 since the
delay cost mA

i accrues in between the arrival of mA
j and mA

j+1 is
at least niλj = nic/nj ≥ c/4 since nj ≤ 4ni for all i, j > k.
In order to bound the first summand, we use the fact that because
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∀ i : ni < ni+1 it holds that �2c/ni	 − �2c/ni+1	 ≥ 0. Thus

k−1X
i=1

k−1X
j=i

niδj =

k−1X
i=1

ni

k−1X
j=i

h

2
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2c
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ı
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‰

2c

nj+1

ı«
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ni
h

2
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2c
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ı
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2c
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ı«
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ni
h

2

„
2c

ni
− 2c
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− 1

«

>
(k − 1) hc

4
.

Note that if k < x
√

h/2 the delay cost amounts to more than

Ω((x
√

h − 1 − k)2c/4) = Ω(x2hc) and otherwise the delay cost

exceeds Ω(xh
√

hc). Thus, we can conclude our proof by

ρ ∈ O((x
√

hhc)(hc + hx
√

h + xhc)) ∈ O(
√

h).

�

LEMMA 4.8. Consider a transmission of OPT and assume that
AGG merges μi messages into one message at hop distance i from
the leaf. Compared to a sequence where no messages are merged,
AGG can reduce its cost by at least Ω(μi · c · (h − i)).

PROOF. If the μi messages are sent to the root separately, the online
algorithm pays μi(h − i)c communication cost for the transmis-
sions between the node at distance i to the root node. By merging
theses messages the cost for the transmission amounts to (h − i)c,
consequently the reduction is in Ω(μi · c · (h − i)). �

LEMMA 4.9. Consider a transmission of OPT and assume that
AGG merges μi messages into one message at hop distance i from
the leaf. Compared to a sequence where no messages are merged,
OPT can reduce its cost by at most O(μi · c · (h − i)).

PROOF. We prove this lemma in two steps. First, we assume that
in the execution of the online algorithm AGG the μi messages de-
parted from the leaf node separately and did not merge with any
messages before reaching the node at distance i. Thereafter we
show how to generalize our results for arbitrary merges.

Consider the μi messages that AGG merges at node i. We denote
the size of the messages under scrutiny by n1, ..., nμi . Without loss
of generality, assume that for 1 ≤ j ≤ μi, all nj packets arrive at
the same time: if packets arrived dispersed over time, only the delay
cost of AGG would decrease. In the following, let Xs denote that
variable X is considered in the scenario where AGG does not have
any merges, and Xm denote a variable in the other scenario. Let δl

denote the time interval between two consecutive arrival time slots
of the set of nl and the set of nl+1 packets. For sequences where
AGG does not merge any packets, OPT ’s delay cost is given by

dcOPT
s =

μi−1X
l=1

μi−1X
j=l

nlδ
s
j .

In order to guarantee that consecutive messages cannot merge by
the definition of AGG we have δl

s = max (κs, 1), where κs =
h/2 (�2c/nl	 − �2c/nl+1	) + �c/nl	 − �c/nl+1	.

If we assume the first merge operation of μi messages to hap-
pen at depth h − i, it must hold that nl < nl+1 and we can
compute a lower bound for the reduce time interval between two
messages. Observe that in order to ensure that messages do not
merge too early, it must hold that δl

m > max (κm, 1), where κm =
(i − 1) /2 (�2c/nl	 − �2c/nl+1	) + �c/nl	 − �c/nl+1	 .

Thus, OPT can reduce its delay cost by at most:

ΔdcOPT = dcOPT
s − dcOPT

m

≤
μi−1X
l=1

nl

μi−1X
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ˆ
δs

j − δm
j

˜
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nl
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2
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nl

ı
−
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ı–

=
h − i + 1
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l=1

nl

»‰
2c

nj

ı
−
‰

2c

nμi

ı–

≤ h − i + 1

2
(μi − 1)3c.

Hence, the claim holds for non-recursive merges. To see why the
claim also holds for repeated merges, consider again AGG’s mes-
sages which are aggregated by OPT , and consider the locations in
the chain topology where they merge the first time. If this is the
only time a merge occurs, we are done. Otherwise, regard the node
where the merge occurs as a new leaf node and consider the re-
maining chain until the root. For this network, the same arguments
apply, and hence, the claim also holds in this case. �

LEMMA 4.10. Fix a sequence of packet arrivals such that on a
chain graph AGG sends ν messages individually to the root and
merges μ messages at distance i from the leaf the competitive ratio
is O(min(

√
h, c)).

PROOF. Fix a sequence of packet arrivals such that on a chain graph
AGG sends ν messages individually to the root and merges μ mes-
sages at distance i from the leaf. If the packets that form the μ mes-
sages the online algorithm merges arrive before the ν messages sent
to the root separately the claim follows directly from Lemmas 4.8
and 4.9. Otherwise we have to take the delay cost the ν messages
can save since the to be merged messages can arrive closer to each
other into account. Applying the Lemmas 4.8 and 4.9 leads to a
total cost for AGG of less than 3νhc + 3hc + 3μic and the total
cost for OPT amounts to at least Ω

`
hc + min(ν2c, νhc) + μic

´
.

As in the proofs above we can assume without loss of generality
that (ν + μ) ∈ ω(

√
h). If νh < ν2 the competitive ratio is in

O(1), otherwise the ratio is at most O( νh+μ
h+ν2+μ

). Assume ν to be

lager than μ. This implies that ν >
√

h and hence the ratio is
O(νh/ν2) = O(

√
h). If μ is larger than ν, we have a ratio of

O(hnu/(h + nu2)), which is O(
√

h). �

The online algorithm performing several merge operations can-
not increase the competitive ratio, and together with Theorem 4.1,
it follows that the competitive ratio is at most O(min(

√
h, c)) on

chain graphs. �

We now show that AGG is asymptotically optimal for all oblivi-
ous online algorithms, i.e., we derive a lower bound for chain net-
works of Ω(min(

√
h, c)). For this lower bound, we consider a

chain network with h + 1 nodes. Let ALG denote any oblivious
online algorithm, and assume that packets arrive one-by-one: at
time 0, a packet p arrives at the leaf node l. The next packet ar-
rives at the leaf exactly when ALG sends the packet at l. Let w
denote the time a packet waits at l, and observe that the same wait-
ing time holds for all nodes on the way from the leaf to the root.
Thus, the total waiting time per packet is hw, and the communi-
cation cost is hc: costALG = hw + hc. We now derive an upper
bound on the optimal algorithm’s cost for this sequence. We parti-
tion the packets into blocks of size

√
h, i.e., one message contains
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√
h packets. Thus, the communication cost per packet of this al-

gorithm is hc/
√

h =
√

hc. The delay cost per message at the leaf

is
P√

h−1
i=1 iw ∈ Θ(hw). In addition, each packet experiences one

unit of delay per hop on the way up to the root. Thus, the optimal
cost per packet is costOPT ≤ Θ(

√
hc + w

√
h + h). Therefore,

for this sequence, it asymptotically holds that

ρ ≥ hc + hw

(
√

hc + w
√

h + h
=

h(c + w)√
h(c + w) + h

.

The lower bound follows from distinguishing three cases. If h and
c+w are asymptotically equivalent, the above expression becomes
Ω(

√
h). If h is asymptotically larger than c + w, the best oblivi-

ous algorithm which chooses w as small as possible yields a lower
bound of Ω(c). Finally, if h < c + w, we have Ω(

√
h).

THEOREM 4.11. The competitive ratio of any oblivious algo-
rithm is at least

ρ =
costALG

costOPT ∈ Ω
“
min(

√
h, c)

”
.

Discussion. Our findings can be compared to the analysis pre-
sented in [8]. Their Ω(

√
h) lower bound holds for arbitrary obliv-

ious algorithms on trees. In this paper, we have shown that this
upper bound is too pessimistic, as general trees are inherently more
difficult than chain topologies, and that the lower bound can be
increased to Ω(min(h, c)). For chain networks, we have general-
ized their result to arbitrary edge cost, yielding a lower bound of
Ω(min(

√
h, c)), which is proved tight by AGG.

5. VALUE SENSITIVE AGGREGATION
Before we conclude this paper, we introduce a novel model for

online event aggregation. In contrast to the aggregation model stud-
ied so far, this model is more appropriate in scenarios where the to
be delivered information is not binary (e.g., event messages) but
where arbitrary value aggregations need to be performed at the
root. Take wireless sensor networks as a motivating example: A
set of nodes measures the temperature at a certain outdoor location,
and the root is interested to have up-to-date information on these
measurements. Thereby, larger value changes are more important
and should be propagated faster to the root, e.g., such that an alarm
can be raised soon in case of drastic environmental changes.

In the following, we consider a most simple topology: a network
consisting of a leaf and a sink. Let the value measured by the leaf l
at time t be lt. We assume that the leaf node can only send the value
it currently measures. The root node’s latest value of node l at time
t is denoted by rt. We seek to minimize the following optimization
function: cost = M · c+

P
t |lt −rt| where M is the total number

of message transmissions and c the cost per transmission, i.e., M ·c
is the total communication cost.

Typically, the values measured by a sensor node do not change
arbitrarily, but there is a bound on the maximal change per time
unit. In the following, we assume that the value measured by a
node changes by at most Δ per round. Moreover, we assume that
the sensor nodes can only measure discrete quantities, and that the
difference between two measured values is at least ε.

First observe that there exists a simple optimal (offline) algo-
rithm which employs dynamic programming. OPT exploits the
following optimal substructure: For all time slots i, we compute
the minimal cost given that the node sends its value at time i; in or-
der to find this minimum cost, we consider each optimal last trans-
mission j < i and add the inaccuracy cost which accrued at the
root node between the two transmissions j and i. Observe that it

is not necessary to iterate over all time slots i, because an optimal
algorithm only sends a value immediately after it has changed, i.e.,
we only have to consider the time slots with value changes. Hence
we can construct an array OPT [·] of size λ, where λ is the total
number of value changes at the leaf node. We set OPT [0] = 0,
as we assume that initially, the root stores the correct value. The
remaining matrix entries are then computed as follows:

OPT [i] = min
j<i

 
OPT [j] + c +

iX
t=j+1

|lt − lj |
!

.

We have the following theorem.

THEOREM 5.1. In a link network, the optimal aggregation strat-
egy can be computed in time O(λ3), where λ is the number of value
changes at the leaf.

We propose the following online algorithm AGG, which can be
seen as a generalization of the algorithm presented in the previous
section: The leaf l sends the value it currently measures if and only
if
PT

t=τ |lt − lτ | ≥ c, where τ is the last time l has transmitted its
value and T is the current time.

For the analysis of AGG, we consider the time intervals between
two transmissions of AGG. For each such interval, we can bound
the competitive ratio yielding an overall competitive ratio. We first
need the following helper lemma.

LEMMA 5.2. Let ρ be the competitive ratio of AGG when AGG’s
delay cost is c in each time interval I , then 3ρ/2 is an upper bound
on the total competitive ratio.

PROOF. First observe that AGG can have a larger delay cost than c
in an interval, e.g., if in a round where the accumulated delay cost
is c − ε for an arbitrarily small ε > 0 there is a large value change
of size Δ at the leaf. Hence, the online algorithm’s delay in any
interval is at most 2(c − ε) + Δ. Consider an interval I where
the online algorithm’s delay cost is 2(c − ε) + k for some k ≤ Δ.
Compared to the case studied so far, AGG’s delay cost will increase
by at most k + c− 2ε. However, due to the large value change, we
know that the optimal algorithm’s delay cost must increase by at
least k as well. The new competitive ratio ρ′ is hence

ρ′ =
CC′

AGG + DC′
AGG

CC′
OPT + DC′

OPT

≤ ccAGG + dcAGG + k + c − 2ε

ccOPT + dcOPT + k

=
ccAGG + dcAGG

ccOPT + dcOPT + k
+

k + c − 2ε

ccOPT + dcOPT + k

< ρ +
c − 2ε

ccOPT + dcOPT

< ρ +
c − 2ε

(ccAGG + dcAGG)/ρ

< ρ +
c − 2ε

2c/ρ

<
3ρ

2
.

�

THEOREM 5.3. The competitive ratio of AGG is

ρ =
costAGG

costOPT ∈ Θ(c/ε),

where c is the link cost and ε is the minimum difference between
two values.
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PROOF. We first prove that ρ ∈ O(c/ε), and subsequently show
that ρ ∈ Ω(c/ε).

Proof for ρ ∈ O(c/ε): First, the ratio is computed under the as-
sumption that the delay cost of AGG is exactly c; we then apply
Lemma 5.2. We classify the possible types of intervals I between
two sending events of the online algorithm and consider them sep-
arately. Observe that for any interval where the optimal algorithm
OPT transmits, the competitive ratio is at most 2, as OPT has
cost at least c and the online algorithm AGG has communication
cost c and delay cost c. It remains to examine the situations where
OPT does not send.

Assume that at the beginning of this interval, AGG sends the
value A0, and at the end, it sends the value A1. Furthermore we
denote the optimal algorithm’s value at the root at the beginning
and at the end of this interval by O0 and O1, respectively. We
define δ0 := |A0 − O0| and δ1 := |A1 − O1| and examine all
possible cases under the assumption that the delay cost of AGG is
c for every interval.

Case δ0 = δ1 = 0: If OPT has no transmission, it must have
the same delay cost in this interval as AGG, because the initial and
final values are the same, and hence ρI ≤ 2.

Case δ0 = 0, δ1 �= 0: If OPT has no transmission, it must have
at least the same delay cost as AGG in I , thus ρI ≤ 2.

Case δ0 �= 0, δ1 = 0: If OPT has no transmission, it incurs at
least delay cost δ0 in the first time slot, as AGG sends the correct
value at the beginning of the interval. Hence, ρI ≤ 2c/δ0.

Case δ0 �= 0, δ1 �= 0: In this case, OPT has delay cost δ0 as
well yielding ρI ≤ 2c/δ0.

Thus, for each of these intervals, ρI ≤ 2c/δ0. It must hold that
δ0 > ε, and the claim follows by applying Lemma 5.2.

Proof for ρ ∈ Ω(c/ε): Consider the following sequence of val-
ues at the leaf node:

0, εc/ε, 0c/ε−1,−ε, 0c/ε−1, ε, 0c/ε−1,−ε, . . .

where αβ denotes that the value α remains for β rounds. Observe
that for each subsequence (0c/ε−1,−ε, 0c/ε−1, ε), 2ε is an upper
bound on OPT ’s delay cost: It is the total delay cost if there are
no transmissions at all in the entire sequence. In contrast, AGG has
2c delay cost plus two transmissions. That is, neglecting the cost
of the first time slot, we have ρ ≥ 4c/2ε = 2c/ε. �

6. CONCLUSION
This paper investigated an online aggregation problem which can

be regarded as a generalization of the classic ski-rental problem to
trees. This generalization is motivated by the increasing popular-
ity of wireless sensor networks where a trade-off between event
notification time and transmission cost exists. We have studied a
simple distributed algorithm which achieves a competitive ratio of
Θ(min(h, c)) in case of general trees and Θ(min(

√
h, c)) in case

of chains. Apart from the efficiency criterion, this algorithm is at-
tractive as it poses minimal hardware requirements on the sensor
nodes (low memory and computational requirements). In addition
to binary event aggregation, this paper has initiated the analysis of
a new model where the root is interested in the nodes’ values (e.g.,
the measured temperature or humidity).

We believe that both problems still pose interesting questions
for future research. E.g., the exploration of asynchronous models,
the study of non-oblivious algorithms, or algorithms which have a
limited amount of information about the states of their neighbors,
can yield deeper insights into the event aggregation problem and
may also be useful in other applications. Moreover, it would be
interesting to examine whether the techniques used in [7] can also

be applied to our value aggregation problem in order to reduce the
competitive ratio further by randomization.

Acknowledgments
We thank Thibaut Britz and Pascal von Rickenbach from ETH Zurich
for interesting discussions.

7. REFERENCES
[1] S. Albers and H. Bals. Dynamic TCP Acknowledgement:

Penalizing Long Delays. In Proc. 14th ACM-SIAM
Symposium on Discrete Algorithms (SODA), pages 47–55,
2003.

[2] L. Becchetti, P. Korteweg, A. Marchetti-Spaccamela,
M. Skutella, L. Stougie, and A. Vitaletti. Latency
Constrained Aggregation in Sensor Networks. In Proc.
European Symposium on Algorithms (ESA), pages 88–99,
2006.

[3] A. Borodin and R. El-Yaniv. Online Computation and
Competitive Analysis. Cambridge University Press, 1998.

[4] C. Brito, E. Koutsoupias, and S. Vaya. Competitive Analysis
of Organization Networks or Multicast Acknowledgement:
How Much to Wait? In Proc. 15th ACM-SIAM Symposium
on Discrete Algorithms (SODA), pages 627–635, 2004.

[5] D. R. Dooly, S. A. Goldman, and S. D. Scott. On-line
Analysis of the TCP Acknowledgment Delay Problem.
Journals of the ACM, 48(2):243–273, 2001.

[6] J. S. Frederiksen and K. S. Larsen. Packet Bundling. In Proc.
8th Scandinavian Workshop on Algorithm Theory (SWAT),
pages 328–337, 2002.

[7] A. R. Karlin, C. Kenyon, and D. Randall. Dynamic TCP
Acknowledgement and Other Stories About e/(e − 1). In
Proc. 33rd ACM Symposium on Theory of Computing
(STOC), pages 502–509, 2001.

[8] S. Khanna, S. Naor, and D. Raz. Control message
aggregation in group communication protocols. In Proc. of
the International Colloquium of Automata, Languagues and
Programming (ICALP), 2002.

[9] P. Korteweg, A. Marchetti-Spaccamela, L. Stougie, and
A. Vitaletti. Data Aggregatcion in Sensor Networks:
Balancing Communication and Delay Costs. In Proc.
Colloquium on Structure, Information, Communication, and
Complexity (SIROCCO), 2007.

[10] B. Krishnamachari, D. Estrin, and S. Wicker. The Impact of
Data Aggregation in Wireless Sensor Networks. In Proc. Int.
Conference on Distributed Computing Systems Workshops
(ICDCSW), 2002.

[11] C. H. Papadimitriou. Computational Aspects of Organization
Theory. In Proc. European Symposium on Algorithms (ESA),
1996.

[12] C. H. Papadimitriou and E. Servan-Schreiber. The Origins of
the Deadline: Optimizing Communication in Organizations.
In Manuscript, 1999.

[13] I. Solis and K. Obraczka. The Impact of Timing in Data
Aggregation for Sensor Networks. In Proc. IEEE Int.
Conference on Communications (ICC), 2004.

[14] W. R. Stevens. TCP/IP Illustrated, Vol.1: The Protocols.
Addison-Wesley, 1994.

[15] P. von Rickenbach and R. Wattenhofer. Gathering Correlated
Data in Sensor Networks. In Proc. ACM Joint Workshop on
Foundations of Mobile Computing (DIALM-POMC), 2004.

[16] O. Younis and S. Fahmy. An Experimental Study of Routing
and Data Aggregation in Sensor Networks. In Proc. IEEE
Int. Conference on Mobile Ad Hoc and Sensor Systems
(MASS), 2005.

[17] Y. Yu, B. Krishnamachari, and V. K. Prasanna.
Energy-Latency Tradeoffs for Data Gathering in Wireless
Sensor Networks. In Proc. Joint Conference of the IEEE
Computer and Communication Societies (INFOCOM), 2004.

202



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.3
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments true
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Academy
    /AgencyFB-Bold
    /AgencyFB-Reg
    /Alba
    /AlbaMatter
    /AlbaSuper
    /Algerian
    /Arial-Black
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialRoundedMTBold
    /ArialUnicodeMS
    /BabyKruffy
    /BaskOldFace
    /Bauhaus93
    /BellMT
    /BellMTBold
    /BellMTItalic
    /BerlinSansFB-Bold
    /BerlinSansFBDemi-Bold
    /BerlinSansFB-Reg
    /BernardMT-Condensed
    /BlackadderITC-Regular
    /BodoniMT
    /BodoniMTBlack
    /BodoniMTBlack-Italic
    /BodoniMT-Bold
    /BodoniMT-BoldItalic
    /BodoniMTCondensed
    /BodoniMTCondensed-Bold
    /BodoniMTCondensed-BoldItalic
    /BodoniMTCondensed-Italic
    /BodoniMT-Italic
    /BodoniMTPosterCompressed
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /BradleyHandITC
    /BritannicBold
    /Broadway
    /BrushScriptMT
    /CalifornianFB-Bold
    /CalifornianFB-Italic
    /CalifornianFB-Reg
    /CalisMTBol
    /CalistoMT
    /CalistoMT-BoldItalic
    /CalistoMT-Italic
    /Castellar
    /Centaur
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /Chick
    /Chiller-Regular
    /ColonnaMT
    /ComicSansMS
    /ComicSansMS-Bold
    /CooperBlack
    /CopperplateGothic-Bold
    /CopperplateGothic-Light
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /Croobie
    /CurlzMT
    /EdwardianScriptITC
    /Elephant-Italic
    /Elephant-Regular
    /EngraversMT
    /ErasITC-Bold
    /ErasITC-Demi
    /ErasITC-Light
    /ErasITC-Medium
    /EstrangeloEdessa
    /Fat
    /FelixTitlingMT
    /FootlightMTLight
    /ForteMT
    /FranklinGothic-Book
    /FranklinGothic-BookItalic
    /FranklinGothic-Demi
    /FranklinGothic-DemiCond
    /FranklinGothic-DemiItalic
    /FranklinGothic-Heavy
    /FranklinGothic-HeavyItalic
    /FranklinGothic-Medium
    /FranklinGothic-MediumCond
    /FranklinGothic-MediumItalic
    /FreestyleScript-Regular
    /FrenchScriptMT
    /Freshbot
    /Frosty
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Gautami
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Gigi-Regular
    /GillSansMT
    /GillSansMT-Bold
    /GillSansMT-BoldItalic
    /GillSansMT-Condensed
    /GillSansMT-ExtraCondensedBold
    /GillSansMT-Italic
    /GillSans-UltraBold
    /GillSans-UltraBoldCondensed
    /GlooGun
    /GloucesterMT-ExtraCondensed
    /GoudyOldStyleT-Bold
    /GoudyOldStyleT-Italic
    /GoudyOldStyleT-Regular
    /GoudyStout
    /Haettenschweiler
    /HarlowSolid
    /Harrington
    /HighTowerText-Italic
    /HighTowerText-Reg
    /Impact
    /ImprintMT-Shadow
    /InformalRoman-Regular
    /Jenkinsv20
    /Jenkinsv20Thik
    /Jokerman-Regular
    /Jokewood
    /JuiceITC-Regular
    /Karat
    /Kartika
    /KristenITC-Regular
    /KunstlerScript
    /Latha
    /LatinWide
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaCalligraphy-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaSans
    /LucidaSans-Demi
    /LucidaSans-DemiItalic
    /LucidaSans-Italic
    /LucidaSans-Typewriter
    /LucidaSans-TypewriterBold
    /LucidaSans-TypewriterBoldOblique
    /LucidaSans-TypewriterOblique
    /LucidaSansUnicode
    /Magneto-Bold
    /MaiandraGD-Regular
    /Mangal-Regular
    /MaturaMTScriptCapitals
    /MicrosoftSansSerif
    /Mistral
    /Modern-Regular
    /MonotypeCorsiva
    /MSOutlook
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /MVBoli
    /NiagaraEngraved-Reg
    /NiagaraSolid-Reg
    /OCRAExtended
    /OldEnglishTextMT
    /Onyx
    /PalaceScriptMT
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Papyrus-Regular
    /Parchment-Regular
    /Perpetua
    /Perpetua-Bold
    /Perpetua-BoldItalic
    /Perpetua-Italic
    /PerpetuaTitlingMT-Bold
    /PerpetuaTitlingMT-Light
    /Playbill
    /Poornut
    /PoorRichard-Regular
    /Porkys
    /PorkysHeavy
    /Pristina-Regular
    /PussycatSassy
    /PussycatSnickers
    /Raavi
    /RageItalic
    /Ravie
    /Rockwell
    /Rockwell-Bold
    /Rockwell-BoldItalic
    /Rockwell-Condensed
    /Rockwell-CondensedBold
    /Rockwell-ExtraBold
    /Rockwell-Italic
    /ScriptMTBold
    /ShowcardGothic-Reg
    /Shruti
    /SnapITC-Regular
    /Square721BT-Roman
    /Stencil
    /Sylfaen
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TempusSansITC
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Tunga-Regular
    /TwCenMT-Bold
    /TwCenMT-BoldItalic
    /TwCenMT-Condensed
    /TwCenMT-CondensedBold
    /TwCenMT-CondensedExtraBold
    /TwCenMT-Italic
    /TwCenMT-Regular
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /VinerHandITC
    /Vivaldii
    /VladimirScript
    /Vrinda
    /Webdings
    /WeltronUrban
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /PDFX1a:2001
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e9ad88d2891cf76845370524d53705237300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc9ad854c18cea76845370524d5370523786557406300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c002000700072006500700072006500730073002d007500640073006b007200690076006e0069006e00670020006100660020006800f8006a0020006b00760061006c0069007400650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f006300680077006500720074006900670065002000500072006500700072006500730073002d0044007200750063006b0065002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f00730020007000610072006100200069006d0070007200650073006900f3006e0020007000720065002d0065006400690074006f007200690061006c00200064006500200061006c00740061002000630061006c0069006400610064002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200070007200e9007000720065007300730065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f900200061006400610074007400690020006100200075006e00610020007000720065007300740061006d0070006100200064006900200061006c007400610020007100750061006c0069007400e0002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea306a30d730ea30d730ec30b951fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a306b306f30d530a930f330c8306e57cb30818fbc307f304c5fc59808306730593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020ace0d488c9c80020c2dcd5d80020c778c1c4c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor prepress-afdrukken van hoge kwaliteit. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f00720020006600f80072007400720079006b006b0073007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200070007200e9002d0069006d0070007200650073007300f50065007300200064006500200061006c007400610020007100750061006c00690064006100640065002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e4002000760061006100740069007600610061006e0020007000610069006e006100740075006b00730065006e002000760061006c006d0069007300740065006c00750074007900f6006800f6006e00200073006f00700069007600690061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f60072002000700072006500700072006500730073002d007500740073006b00720069006600740020006d006500640020006800f600670020006b00760061006c0069007400650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents best suited for high-quality prepress printing.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToCMYK
      /DestinationProfileName ()
      /DestinationProfileSelector /DocumentCMYK
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


