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Abstract

Following ideas from [Hei83, DFGS91, MT97] and applying the tech-
niques proposed in [May89, KM96, Küh98], we present a deterministic al-
gorithm for computing the dimension of a polynomial ideal requiring poly-
nomial working space.

1 Introduction

The problem of computing the dimension of an ideal has been investigated in a
number of papers, see for instance [KW88, DFGS91, MT97, Koi97, Küh98]. In
particular, in [MT97] a deterministic algorithm for computing the dimension of a
polynomial ideal requiring polynomial working space is presented. This algorithm
is based on ideas from [DFGS91] which in turn relies on results from [Hei83].
In this paper we review these results with the aim of providing a concise self-
contained exposition of this topic.

The structure of the presented algorithm is as follows: First we show how to
test in polynomial space whether a subset of indeterminates is independent modulo
an ideal. Then, using this test as a subroutine, we will compute the dimension of the
ideal by enumerating all subsets of indeterminates and testing their independence.

The method of testing whether a subset of indeterminates is independent turns
upon the fact that the corresponding elimination ideal either contains only the zero
polynomial (if the subset of indeterminates is independent) or it contains at least
one nonzero polynomial of total degree which is single exponential in the number
of indeterminates, as noticed in [DFGS91]. (The notions of independence modulo
an ideal, ideal dimension and elimination ideals are made precise in Section 2.)

Following techniques from [May89, KM96, Küh98], this single exponential
degree bound can then be exploited for reducing the problem of deciding whether
some indeterminates are independent to the problem of deciding whether a certain
homogeneous linear system (of exponential size) has a non trivial solution. The
latter is known to be solvable by a parallel algorithm using polynomial number
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of processors and running in time polylogarithmic in the size of the system. The
Parallel Computation Thesis [FW78] then implies the existence of a sequential al-
gorithm which uses space polylogarithmic in the size of the input (thus polynomial
space for the system under study).

2 Notations and Some Fundamental Concepts

2.1 Polynomials and Ideals

Let X = {x1, . . . , xn} be a finite set of indeterminates. By k[X] we denote the
(commutative) ring of polynomials in x1, . . . , xn with coefficients in the field k.

For polynomials f1, . . . , fs ∈ k[X], let (f1, . . . , fs) ⊆ k[X] denote the ideal
generated by {f1, . . . , fs}, i.e.,

(f1, . . . , fs) = {
∑

1≤i≤s

pifi ; pi ∈ k[X]}.

If I = (f1, . . . , fs), the set {f1, . . . , fs} is called a basis of I .
Given an ideal I , we denote with V (I) the variety defined by I in the n-

dimensional affine space An over the algebraic closure k of the field k:

V (I) = {(a1, . . . , an) ∈ k
n

; f (a1, . . . , an) = 0 for all f ∈ I} .

Finally, given a subset X of the affine space An, we denote with X its Zariski
closure, i.e., the smallest variety containing it.

Remark 2.1. Let I = (f1, . . . , fs) ⊂ k[X]. By definition, a polynomial g belongs
to I if and only if we can write

g =

s
∑

i=1

gifi, (1)

for some polynomials gi. If the degrees of the gi are fixed and we consider the
coefficients of the gi’s as unknowns, we get a system of linear equations in these
unknowns. Thus the solvability of (1) in some field extension of k (e.g., in its
closure) implies solvability in the ground field k within the same degree bound for
the gi.

2.2 Elimination Ideals

Definition 2.1 (Elimination ideal).
Let I ⊆ k[X] be an ideal and let Y ⊆ X a subset of indeterminates. Then I ∩k[Y ],
which is an ideal in k[Y ], is called an elimination ideal of I .

An elimination ideal with respect to some subset of the indeterminates corre-
sponds to the projection of its variety into the coordinate subspace corresponding
to this subset of the indeterminates:
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Theorem 1 (Closure Theorem).
Let I be an ideal in the polynomial ring k[X], Y = {xi1 , . . . , xi`} a subset of the
indeterminates {x1, . . . , xn}, and let πY (V (I)) denote the projection of the variety
V (I) into the coordinate subspace corresponding to Y . Then the Zariski closure
of πY (V (I)) is equal to the variety defined by the elimination ideal I ∩ k[Y ] in the
`-dimensional affine space A` over k:

πY (V (I)) = V (I ∩ k[Y ]) .

Proof. See e.g. Chapters 3 and 4 of [CLO92].

2.3 The Dimension of an Ideal

Definition 2.2 (Independent set of indeterminates).
For any polynomial ideal I ⊆ k[X], a subset Y ⊆ X of indeterminates is called
independent modulo I if I ∩k[Y ] = (0). Otherwise, Y is called dependent modulo
I .

Definition 2.3 (Dimension of a polynomial ideal). Let I be a polynomial ideal
in k[X]. The affine dimension of I in k[X], denoted by dim(I), is defined to be
the cardinality of a largest subset of X which is independent modulo I . If there is
no independent subset at all (which only happens for I = k[X]), then the affine
dimension of I is defined to be -1.

2.4 The Noether Normalization Lemma

Definition 2.4 (Integral indeterminates).
Let I be a polynomial ideal in k[X] and Y ⊆ X. An indeterminate xj is called
integral over k[Y ] mod I if there exists a polynomial

p ∈ I ∩ k[Y, xj] \ (0)

monic in xj , i.e. such that degxj (p) = deg(p) > 0.

Definition 2.5 (Noether normal position).
Let I be a polynomial ideal in k[X] and let r = dim(I). We say that I is in Noether
normal position if the following conditions hold:

(a) x1, x2, . . . , xr are independent modulo I ,

(b) xr+1, . . . , xn are integral over k[x1, . . . , xr] mod I .

Lemma 2.1 (Noether Normalization Lemma).
An ideal I in a polynomial ring k[X] over an infinite field k can be transformed
by a suitable linear change of coordinates

x′i =

n
∑

j=1

aijxj , 1 ≤ i ≤ n , aij ∈ k
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in such a way that I is in Noether normal position with respect to the new indeter-
minates x′1, . . . , x

′
n.

Geometrically, this theorem assures the existence of a finite map ϕ of V (I)
onto Ar (i.e. a map where ϕ−1(x) is finite for every x ∈ =ϕ).

2.5 Degree of a Variety

Definition 2.6 (Degree of an Irreducible Variety).
Let V be an irreducible subvariety of An with dim V = r. The degree of V is
defined as the maximal cardinality of a finite set which is obtained by intersecting
V with a linear affine subspace of dimension n − r:

deg V = sup{ |E ∩ V | ; E an (n − r) dimensional affine subspace of An

such that E ∩ V is finite} .

The notion of degree can be extended to reducible varieties as follows:

Definition 2.7 (Degree of a Reducible Variety).
Let V be a variety of An and C the set of its irreducible components. Then

deg V =

∑

C∈C

degC .

It can be verified that deg An
= 1, and that the degree of any hypersurface of

An equals the total degree of its defining polynomial.
This notion of degree satisfies the following inequality (see [Hei83] for more

details):

Theorem 2 (Bézout’s Inequality).
Let V,W ⊂ An be two algebraic varieties. Then

deg(V ∩W ) ≤ deg V · degW .

Proposition 1 (Upper Degree Bound).
Let f1, f2, . . . , fs be polynomials in k[X], let d be the maximal degree of the fi’s
and let I be the ideal generated by f1, . . . , fs. Then the degree of the affine variety
defined by I is bounded by d µ, where µ = min{s, n}.

Proof. If s ≤ n, then deg V (I) ≤ ds as a consequence of the Bézout’s inequality:

deg V (I) = deg V (f1) ∩ V (f2) ∩ . . . ∩ V (fs)

≤

s
∏

i=1

deg V (fi) =
s

∏

i=1

deg(fi) ≤ ds .

Otherwise, if s > n, we can consider the ideal J generated by n generic linear
combinations of the polynomials f1, . . . , fs. Since V (J ) contains all irreducible
components of V (I), and possibly some new extraneous ones, it follows that

deg V (I) ≤ deg V (J ) ≤ d n .
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In the remaining part of this section we prove that the degree of the image of an
affine variety under a linear mapping cannot exceed the degree of the variety itself.

We denote by Pn the projective space of dimension n.

Lemma 2.2.
Let ϕ : Pn → Pm be a linear map and V ⊆ Pn a closed set. Then

degϕ(V ) ≤ deg V.

Proof. Let F be a linear subspace of Pm given by linear homogeneous polynomials
l1, . . . , ls such that |ϕ(V ) ∩ F | = degϕ(V ). We set E := ϕ−1(F ) and distinguish
two cases depending on whether the intersection W := V ∩ E is finite or not:

Case 1. If W is finite, then it is clear from definition that deg V is not smaller than
|W | = degϕ(V ).

Case 2. If W is infinite, i.e. dimW ≥ 1, then we can find a hyperplane E ′ in
Pn defined by one linear homogeneous polynomial l ′ which does not contain
W . Then

ϕ(ϕ−1(F ) ∩ E ′) = ϕ(V ) ∩ F and dim(V ∩ E ′) = dimV − 1.

Hence we may replace V by V ∩E ′ in the assertion of the lemma. Continuing
this argument we finally arrive at Case 1.

Corollary 2.1. Let V ⊆ An be a closed set and ϕ : An → Am a linear map. Then

degϕ(V ) ≤ deg V.

Proof. LetW be the closure of V in Pn. We consider An and Am as open subspaces
of Pn and Pm, resp., and extend ϕ to a mapping ψ : Pn → Pm such that ψ| �

n = ϕ.
Then

degϕ(V ) = degψ (W ) ∩ Am ≤ degψ (W ) ≤ degW = deg V,

where degW and degψ (W ) are computed in Pn and Pm, resp. Since dimW =

dim V , the last equality follows from the fact that for any finite set there is a pro-
jective change of coordinates of Pn such that no point of the set lies on the line at
infinity.

3 Degree Bound for Polynomials in an Elimination Ideal

We will make use of the following result.
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Theorem 3 (Brownawell’s Upper Degree Bound).
Let f, f1, . . . , fs ∈ k[X] have degrees at most D, let µ = min{s, n}, and assume
that f vanishes on all the common zeros of f1, . . . , fs (in the algebraic closure of
k). Then one can find s polynomials p1, . . . , ps ∈ k[X] and a positive integer e
satisfying

f e =

s
∑

i=1

pifi ,

with

e ≤ (µ + 1)(n + 2)(D + 1)µ+1 ,

deg(pifi) ≤ (µ + 1)(n + 2)(D + 1)µ+2 .

This degree bound can be improved if deg(fi) ≥ 3 (for all 1 ≤ i ≤ s) as
follows:

e ≤ dµ ,

deg(pifi) ≤ dµ (deg(f ) + 1) ,

where d denotes the maximal degree of the generators f1, . . . , fs.
For proofs of these and similar exponential degree bounds, see [Bro87], [Kol88],

and [BY90].
Following ideas from [Hei83] and [DFGS91], we now provide a single expo-

nential bound for the degree of a polynomial in an elimination ideal.

Theorem 4 (Main).
Given an ideal I = (f1, . . . , fs) in the polynomial ring k[X] over an infinite field
k, X = {x1, . . . , xn}. Let d be the maximal degree of generators fi and let Y =

{xi1 , . . . , xi`} ⊆ X be a subset of indeterminates. If the set Y is dependent modulo
I , then there exists a non zero polynomial g ∈ I ∩ k[Y ], g 6= 0, such that

g =

s
∑

i=1

gifi (2)

with gi ∈ k[X] and

deg(gifi) ≤ (µ + 1)(n + 2)(d µ + 1)µ+2 , (3)

where µ = min{s, n}.

Proof: Let V (I) be the variety defined by I in the n-dimensional affine space
An over k, and let πY (V (I)) denote its projection into the coordinate subspace
corresponding to the set of indeterminates Y . From Theorem 1 it follows that the
Zariski closure of the set πY (V (I)) is equal to the variety defined by the elimination
ideal I ∩ k[Y ], i.e.,

πY (V (I)) = V (I ∩ k[Y ]) .
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Since Y is dependent modulo I , I∩k[Y ] 6= (0), and this implies that V (I∩k[Y ]) 6=
A`, where ` = |Y |.

Let r = dim I ∩ k[Y ], r ≤ dim I . From the Noether Normalization Lemma
(see Lemma 2.1) it follows that there exists a linear map ϕ ≡ (ϕ1, . . . , ϕ`),

ϕ : A` → A` ,

such that the ideal I ∩ k[Y ] is in Noether normal position with respect to the new
indeterminates y1, . . . , y` given by

yj = ϕj(xi1 , . . . , xi` ) =
∑̀

q=1

ajq xiq , ajq ∈ k, j = 1, . . . , ` .

Precisely, we have:

1. y1, y2, . . . , yr are independent modulo I ∩ k[Y ],

2. yr+1, . . . , y` are integral over k[y1, . . . , yr] mod I .

LetW denote the Zariski closure of the image of the variety V (I ∩k[Y ]) under
the map ϕ, i.e.,

W = ϕ(V (I ∩ k[Y ])) ,

and consider the projection π(W ) of W into the coordinate subspace correspond-
ing to the first r + 1 indeterminates y1, . . . , yr+1. From the fact that the indeter-
minates y1, . . . , yr are independent and yr+1 is integral over k[y1, . . . , yr] mod I it
follows that

dimπ(W ) = r .

Thus, since π(W ) ⊆ Ar+1, it must be a hypersurface in Ar+1.
Let h ∈ k[y1, . . . , yr+1] be the defining polynomial of π(W ). Proposition 1

and Corollary 2.1 imply

deg h = deg π(W ) = deg π(ϕ(πY (V (I)))) ≤ deg V (I) ≤ dµ .

We now consider the polynomial f ∈ k[Y ] defined as

f = h ◦ π ◦ ϕ .

Since π and ϕ are linear, deg f = deg h. Moreover, f vanishes on V (I ∩ k[Y ])
and, if considered as an element of k[X], it vanishes on V (I). In fact, we may
regard f being defined over a simple algebraic extension k(α) of k generated by
its coefficients. Then

f =

l
∑

i=0

αif (i),

where f (i)’s are polynomials in k[X]. If f vanishes at some x ∈ k, then all f (i)’s
must vanish there too, and vice versa. Thus w.l.o.g. we may assume the coefficients
of f to lie in k.
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Applying Theorem 3 we can conclude that Equation (2) has a polynomial solu-
tion in k[X] the overall degree of which is bouded by (3). The solvability in k[X]
within the same degree bounds follows from Remark 2.1.

Remark 3.1. An example shows that the upper bound proved in the theorem is
rather tight. Möller and Mora ([MM84]) constructed an example showing that
the lower bound for the degree of polynomials in an elimination ideal is single
exponential. We recall here a non-homogeneous version of this example.

Let I be the ideal in the polynomial ring Q[X] generated by polynomials:

f1 = xdn ,

fi = xi − x
d
i−1 , i = 2, . . . , n .

Then
I ∩ Q[x1] = (xd

n

1 ) .

4 Computing the Dimension in Polynomial Space

In what follows we assume that we are considering ideals in the polynomial ring
Q[X]. By exploiting the exponential degree bound of Theorem 4 we shall now
develop an algorithm that computes the dimension of an ideal I = (f1, . . . , fs) ⊆
Q[X] using work space bounded by a polynomially growing function in the size
of the problem instance. By the size we mean the number of bits used for writing
down the problem specification – that is the s generators of the ideal I , and, in
the test for independence, a subset Y of indeterminates. A polynomial is written
down in the sparse representation using distinct characters for the indeterminates,
arabic base ten notation for exponents and coefficients. The input polynomials are
separated by some delimiter of unit size.

By the work space required by an algorithm we mean the maximal number of
bits used for keeping any data, like intermediate results, during the execution of
the algorithm. Here we count only those data that the algorithm will read again at
some later time; in particular any part of the final result that is output and no longer
needed for performing the remainder of the computation is not regarded to require
work space.

4.1 Reducing the Independence Test to a Homogeneous Linear Sys-
tem

We first consider the problem of testing whether a given subset of indeterminates
Y ⊆ {x1, . . . , xn} is independent modulo I .

From Theorem 4 it follows that we can reduce the problem of deciding whether
I ∩Q[Y ] 6= (0) to the problem of deciding whether the homogeneous linear system

g −

s
∑

i=1

gifi = 0 (4)
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has a non trivial solution, for g ∈ Q[Y ], gi ∈ Q[X], and

deg(gifi) ≤ (µ + 1)(n + 2)(1 + dµ)µ+2 ,

for all i = 1, . . . , s, where µ = min{s, n}. The unknowns of the system are the
coefficients of the polynomials g ∈ Q[Y ] and gi ∈ Q[X].

Precisely, let T be the set of power products in the indeterminates x1, x2, . . . , xn,
i.e.

T = {x
t1
1 x

t2
2 · · · x

tn
n ; (t1, t2, . . . , tn) ∈ N} ,

and let D = (µ + 1)(n + 2)(1 + dµ)µ+2. Expanding all polynomials in (4) to sums
of monomials we get

∑

t∈T
deg(t)≤D

gtt −

s
∑

i=1

∑

t∈T
deg(t)≤D







∑

u,v∈T
uv=t

fiugiv






t = 0 , (5)

where we assume all coefficients gt of power products t containing indeterminates
from the set X \ Y to be zero. Analogously, we assume all coefficients fit of those
power products t that do not occur in fi to be zero.

Comparing the coefficients in the polynomial Equation (5), we get for every
term t involved an equation in Q of the form

gt −

s
∑

i=1

∑

u,v∈T
uv=t

fiugiv = 0. (6)

Note that the system (6) contains
(

D + ` − 1
` − 1

)

≤ (D + 1)`−1

equations, ` = |Y | – as many as the number of terms in Y of degree less or equalD.
We can write all these equations as a single matrix equation by forming a vector g
of all coefficients of unknown polynomials g and gi, and a matrix F whose entries
are the coefficients fit of the generating polynomials fi (the same coefficient may
occur quite often in this matrix), some 1’s and a lot of 0’s. The matrix equation is
then

F g = 0 . (7)

The number of equations (the number of rows of F ) is bounded by (D + 1)n while
the number of columns of F (the number of unknowns in the vector g) turns out to
be bounded by (D + 1)` + s(D + 1)n. We can assume now that F has been padded
with zero rows to make it square. The size of this matrix is therefore bounded by
(D + 1)` + s(D + 1)n.

For the calculation of F we have to determine the places in F where the co-
efficients of the generating polynomials fi go. The entry in the matrix F in the
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row corresponding to a term t depending only on the indeterminates in Y and the
column corresponding to the unknown gu is one if and only if u = t and zero
otherwise. The entry in F in the row corresponding to a term t and the column
corresponding to the unknown giu is the coefficient fiv , v =

t
u
, if t is divisible by

u and zero otherwise. Thus, the required coefficient is determined by computing
the place where to look it up in the table containing the coefficients of the fi. The
space required for that is the space needed for the division of a term by another
one; such a division is merely a subtraction of the corresponding exponents vec-
tors. Hence, the space requirement is essentially that for writing down two terms.
The degrees of the terms involved are bounded byD, so the space needed is at most
2n(logD + 1).

The space for writing down the entire matrix is far too large. Therefore we do
not build the matrix in advance but compute each entry only when it is required in
the computation.

4.2 Space Efficient Rank Computations

So far, we have transformed our problem of testing whether a subset of indetermi-
nates is independent into the problem of determining whether a non trivial solution
of the homogeneous linear system (7) exists. This can be done by a rank compu-
tation. In fact, if we denote with M the submatrix of F defined by the columns
corresponding to the unknowns gt, and with N the submatrix defined by the re-
maining columns, then, since M has maximum rank, the system (7) has a non
trivial solution if and only if

rank F = rank(M|N) < rankM + rankN.

In [Csa76] and [IMR80] O(log2 n) parallel time algorithms for computing the
rank of an n×n complex matrix using O(n4) processors were developed. However,
these algorithms presume that the whole matrix input data is present in memory
before the computation starts. Unfortunately, for the problem at hand we can make
no such assumption. Therefore, we simply start the parallel rank algorithm and
generate an entry of F only when it is required. After it has been fed into the
algorithm the storage will be freed again. As proved in [May89], the bookkeeping
and recomputation overhead caused by this approach alters neither the parallel time
O(log2 n) nor the space requirements.

By the Parallel Computation Thesis ([FW78]) we can perform the same com-
putation sequentially using no more space than the square of the time required by
the parallel algorithm. In our case, since the order of the matrix F is bounded by
(D + 1)` + s(D + 1)n, we obtain the following result:

Proposition 2. Let I be an ideal in the polynomial ring Q[X] and let Y be a subset
of indeterminates. Then there is an algorithm which tests the independence of Y
modulo I in sequential space amounting to O(log4(sDn)), where D = (µ+ 1)(n +
2)(1 + dµ)µ+2 and µ = min{s, n}.
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Let us now analyze in more details the space requirement of the method de-
scribed. We are given an ideal I ⊆ Q[X] and a subset Y of indeterminates. Let
size be the number of bits needed to write down this input. Here we assume that I is
given by a collection f1, f2, . . . , fs of polynomials where the degrees are bounded
by d and numerators and denominators of coefficients are bounded by K . Then d
and K are bounded by 2size, and n and s are bounded by size. The bound D on the
degree of a non zero polynomial g ∈ I ∩ Q[Y ], is

D = (µ + 1)(n + 2)(1 + dµ)µ+2 ∈ 2O(size3
)

and hence the order of the matrix F does not exceed 2O(size4
). Thus, the following

theorem holds:

Theorem 5. Let I be an ideal in the polynomial ring Q[X] and let Y be a subset of
indeterminates. Then there is a sequential algorithm which tests the independence
of Y modulo I in space polynomial in the size of the problem instance.

If the subset Y of indeterminates is dependent, then, using similar ideas, we can
also determine a representation for a polynomial g in the elimination ideal I∩Q[Y ].
Again, using the sequential version of parallel methods for solving linear systems
of equations (based on computing the determinant and Cramer’s method) [Pan87]
we obtain a sequential algorithm running in space polynomial in the input size.

Theorem 6. Given an ideal I ⊂ Q[X] and a subset of indeterminates Y ⊆ {x1, . . . , xn},
if I ∩ Q[Y ] 6= (0), then a polynomial g in the elimination ideal I ∩ Q[Y ] can be
computed within polynomial space.

4.3 Computing the Dimension

Using Definition 2.3, the dimension of an ideal I ⊆ kX can be computed as a
cardinality of a maximal independent set of variables. This can be done by enu-
merating all subsets Y ofX from small to large ones and testing for each Y whether
I ∩ k[Y ] 6= (0). If the test succeeds, the cardinality of Y is the dimension of the
ideal I . As we have shown in the previous section, all these computations require
polynomial space. Moreover, determining not only one but all independent sub-
sets of indeterminates can be done within the same space bound. Summarizing all
results, we obtain:

Theorem 7. The dimension of a polynomial ideal I ⊂ Q[X] can be computed in
the space which is polynomial in the size of the input.

5 Conclusions
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