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Summary
Accurate predictions of noise generation and spreadurbulent separating flows require detailed
simulations of such flows to be performed. In theport CFD simulations of the unsteady turbuleatvfl

field behind two outside side-view vehicle mirroodels are presented and analyzed. The objectitaif
study are: to investigate numerically the transigmiv structure around the mirror models in a ramje
incident flow velocities, to interpret the experim@ observations available, to validate the CFDIgo
Ansys CFX 10.0 and Ansys Fluent 6.3, and to idgntbmputational requirements and predictive
capabilities for a range of turbulence modellingraaches.

In the simulations, qualitatively different flow t&vior and vortical structure has been demonstratetivo
mirror models considered in agreement with the estygns earlier made based on the measured data.
Surface pressure distributions and velocity fieddswell as their fluctuation spectra are compacethé

wind tunnel measurements provided by GM. Despitksarepancy observed in the downwind region near
the reflecting surface, a reasonable agreementouasl. The performed simulations will provide aibder
subsequent aero-acoustic computations.

Statement of the problem
Two different full-scale mirror models were consett The computational domain is shown on Figure 1.
In the nozzle outlet, a uniform mean velocity peofivas assumed with turbulence intensity of

I=V2K/3/V =001 and integral length scale bE 0.7 m. The inlet turbulence is not felt to play an imiaot
role since the inlet is located rather far upstredtihe mirror. This allows the correct turbuletrustures to
establish themselves before the incoming flow rea¢he mirror model.

Quantitative estimates of turbulent flow charastirs are summarized in the Table 1 for a rangmlet
flow velocities from 10 m/s to 50 m/s. In particylantegral scales (length, time, and velocity) esémated
against the Kolmogorov ones thereby demonstrathrayacteristic values for the fluctuation spectrum o
fully developed turbulence.

Two mean flow velocities, 30 m/s and 40 m/s, haserbconsidered at this phase of the work.

Table 1. Turbulent characteristics in airflow around mirror models®
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10 14-10™7 14-107 1.0 8.3-107 4.6:107 0.18 1.5 7.1-10° 0910
20 1.9-107 1.4-107 7.0-107 2.0 4.9-107 1.6-10 0.30 6.0 5.7-10° 1.9-10
30 2.8-10° 1.4-107 5.0-10" 3.0 3.6'10™ 88107 0.41 13:5 1.9-10° 2810
40 710 1.4-107 3.5-107 4.0 29: 107 57107 0.53 24.0 4.6-10° 3710
50 47-10° 1.4-107 2.8-107 5.0 25107 41107 0.60 375 8.9-10° 4.7-10

! Characteristic length1s L =014 m.

Flow equations
To simulate the flow, the Navier-Stokes system theludes continuity and momentum equations isesblv



] o) .
.y
or 2

=0,

dpu, Opu.u; ép O1;
L"‘ — l — _..._p+ — .
or ox; ox, o

Both classical Reynolds averaged Navier-Stokes (RABpproach and its combination with Large-Eddy
Simulation (LES) that is referred as Detached E8ohgulation (DES) methodology have been exploited in

this study. When equations (1) and (2) are treaseaveraged (RANS) or filtered (LES), the stremsde v
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7 Where ‘ "’ is the strain-rate tensor.

Thus in equations mean or filtered values are tbinstead of instantaneous quantities (overbags ar
omitted over the averaged or filtered variables)thiv the eddy viscosity concept, turbulent stresage
expressed through the turbulent viscosHy, and the mean flow strain rate:

_ pﬁ =21,5; —i I, g: + pkjé-.._;-.
where® =%4./2  the turbulent kinetic energy (TKE), ant: | the turbulent viscosity, are defined by a

turbulence model. Flow is assumed to be incomgrks(p = const) within the velocity range considered.

Computational grids

Multi-block computational grids used in the simidas were constructed withnsys ICEM CFD 10.0. The
computational domain was divided onto several suinans, each covered by a separate curvilinear
structured grid. To assess grid dependency ofdhelts, two grids with total number of control voles of
2.92M (referred below aarse grid) and 7.15M fine grid) have been used.

Table 2. Characteristic sizes of grid elements in nearengdwnstream the mirror models

Characteristic element edge size,
107 m
at two normal normal
distances to top to
. . . downstream | surface |reflecting
Computational | Kolmogorov | Integral Lo _ Number
: < = the mirror of the surface
grid length, length. . of
= 1 0_3 107 model, irTo1 1 «
m m longitudinal model clements
size
0.1m|05m
T— _ N 5 3 2915 94
Colzuse 101 — 102 10! — 10° 10 10 10 f91 946
Fine 2 10 3 1.5 7151 942

Characteristic grid sizes are compared to turbuésrgth scales in Table 1.

Flow Results

Table surface pressure distributions

Adequate prediction of the surface pressure digiobs is necessary for accurate simulations ofenoi
originated from the dipole surface sources.

Comparison of the pressure distributions obtaindith vwwo grids is shown in Figure 2 for 30 m/s flow
around MODEL A mirror model.



Mirror surface pressure distributions

Pronounced low-pressure region develops at the tdheomodel, which can inspire early flow sepamatio
We have found indications of transient and mulinpgeparation and reattachment in this regions Tan

be seen in Figure 3 where several local and ungteagaration zones appear. Intensive fluctuatidns o
pressure in this region have also been predi€@adhat this region produces considerable amounbse.
Worth noting, appearance of multiple and unsteapasation zones has yet to be further investigaded
ensure its physical, not numerical mechanism. lilccde done by mesh refinement in the streamwise
direction.

The sound propagation equation
The acoustic analogy is derived by rearrangemetiteo€ontinuity and momentum equations,
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It is assumed that in a confined regi@n,fluid flow field is known from this equations.
Whilst the fluid (having pressurg, and density, ) is at rest beyon®. The following equation can be

derived
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where o * isthe Lighthill's tensor, an ° is the speed of sound in the
quiescent fluid.
Equation (1) is similar to that of acoustic wavegagation, the right hand side appears to be thesof
the acoustic perturbations. The Lighthill's analagyherefore formulated as follows: density fluatians in
an arbitrarily moving real compressible fluid ane same as those in a uniform quiescent fluid stibpethe
imposed stresses as expressed by the right hamafsiehy. (1). Thus, in the Lighthill’'s acoustic &gy, the
actual flow is replaced by thB distribution produced by the actual flow. Then, EQ. governs the sound
propagation in a uniform acoustic medium at rasgjexct to theT; forcing.
Equation for Lighthill's tensor can be further nearged neglecting molecular viscosity and thermal

conductivity. In the ideal isentropic fluid = 0 and p=cZp therefore the Lighthill's tensor is reduced to

"I"ij = pu,u; where density is non-uniform due to the acoustitupeations. However, in low-Mach number

flows, it can be reasonably assumed that p,, and Eq. (1) simplifies to
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The latter can be treated as the equation of suediensity fluctuations) propagation in a quesganedia,
and the right hand side of Eq. (2) is the expres&o source of sound produced by the flow in thgionQ .
Equation (2) is also valid for perturbed densjpy= p — o,

Solving Eq. (2) is possible after the flow fielddstermined irf2 . That allows the sound pressure,
p=ci(p-p,) to be obtained.

Solutions to the sound propagation equation
The solution of Eq (2) is the convolution of thght hand side with the Green function,

B(X,1) = ml? v ©)

where” vl is the distance between the source ppiand the observer positior and the square
brackets indicate that the bracketed quantitykisriaat the retarded tim? =X ¥/ _ If an observer at is
in thefar field then terms of order ¢~ and” " can be neglected and Eq. (3) is rewritten as
—v)(Xx. —Vv.) 9T
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For a numerical implementation of Lighthill's anglo the temporal formulation (4) is more approgiat
than that in Eq. (3) which is based on the spdgaivatives ofTij . Note, neither Eq. (3) no Eq. (4) consider
the effects of solid walls.

To overcome the latter limitation, the solutior&q. (2) was extended by Curle [8] to include tHea$§ of
solid walls at rest. He solved Eg. (2) thereby obtaining the KirchHofimula,
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WhereTi; is the stress tensor, arﬁi is the Lighthill's tensor. Equation results in anpiortant conclusion.

Indeed, it shows that sound generation is detemmnimg three contributing sources. The first integral
representsnonopole sources distributed over the surfé&&elhe second one correspondsdipole sources
also distributed over the surfaBeThis term includes sound refraction and diffraictat the surface. Finally,
the third integral represents theadrupole sound emission in the region Qf.

Note, the surfac& can be either permeable or solid;Sfis a solid immovable wall themu; = ,Gand

equation simplifieS'
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The above formulated Lighthill’'s analogy can nowdx¢ended: density fluctuations in an arbitrardglr
compressible fluid moving inside the regiQrthat contains solid walls are the same as thoaeuimform
quiescent fluid affected by thgpoles distributed over the watlurface Sand thequadrupoles distributed in
thevolume of Q .

Last equation can be simplified by neglectlng affexf viscosity:
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Acoustic pressure and sound pressure level in air sensor locations

Acoustic pressures have been calculated and saesdyse level have been predicted for some caBes: 3
m/s and 40m/s wind speed, coarse and fine gridahlgysis of results indicates that reasonablecageat
between predicted and measured SPL has been abtdtheugh the predicted ones are underestimated,
particularly for frequencies greater

1 kHz.

Acoustic pressure and sound pressure level in surface microphone locations
Measured SPL frequency distributions are qualigdyidifferent for the microphones located insided a
outside the recirculating zone behind the mirrodeloSignals recorded inside the recirculating zamee
determined by pressure fluctuations at the tahtase, whilst those recorded outside the reciraujatone
are mainly due to the external noise.

The model
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Figure 1. The computational domain
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Figure 2. Surface pressure resolution with two grids.
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Separation zones

Figure 3. Early separation zone at the top of mirror. Vaioeectors colored by velocity magnitude



