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1 Introduction

Knowledge-based systems are the most mature andlywided commercial field of
artificial intelligence. They are most valuabledmanizations that have a high-level of know-
how experience and expertise that cannot be easihsferred to other members. They are
designed to carry intelligence and information fdum the intellect of experts and provide this
knowledge to other members of the organizationpiblem-solving purposes. Knowledge-
based systems achieve high levels of performandasii areas that, for human being, require
years of special education and training. The appbtos find their way in many areas of
knowledge work, such as science, agriculture, lmssin computer systems, education,
manufacturing, process control, engineering (diagos, design, decision support), and so on.

Knowledge-based systems have several features:

- recognition of problem and its solution;

- explanation of the choice of the solution;

- selection of applicable solution;

- dealing with incomplete information;

- problems restructuring;

- reduction of the need of research.



2 Basic concepts

It is very important to clarify the difference betan ‘data’ and ‘knowledge’. Data consists
of facts about the object; it is used for descghis attributes and values. Knowledge shows the
relationship and rules concatenating the data ataireed from experience.

A knowledge-based system, also known as an expsters, is a computer program that
contains the knowledge and analytical skills of onenore human experts, related to a specific
subject. In other words, it is a software that perfs a task that would otherwise be performed
by a human expert.

The main difference of expert systems from othgilieg programs is that expert systems
do not model the physics of the domain. They sHmwiay of problem solving by human expert
or the way of thinking and knowledge processingthe domain. Expert systems make all
conclusions using knowledge that is put in by ek@ed knowledge engineer; heuristic and
fuzzy methods are used instead of mathematics.

Every expert system contains three main blocskggpee 2):

- Knowledge base — consists of sentences which dkfiaeledge with the use of super-
high-level languages, called knowledge represemtaltinguages. It is the kernel of
expert system and should be clear and comprehensive

- Inference engine — a program that simulates theggof expert reasoning or decision
making.

- User interface — presents questions and informdbotime user and supply the user’s
responses to the inference engine.
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Figure 2 — Expert system structure



Expert system life cycle includes five main stages:

1) problem definition;

2) knowledge elicitation;

3) knowledge representation;

4) prototype system;

5) commercial system.

On the problem definition stage the appropriate @oms selected. The problem must
require some type of specialized knowledge, bumitst not be overly large. In business
organizations it should be a problem that is hathditen enough so that an investment is
expected to have some payoff.

Knowledge acquisition is a structured way of depelg knowledge-based systems.

Knowledge representation includes three major syimimoethods: rules, semantic objects
and logic. In this stage knowledge about the domaast be fully coordinated, so that the future
knowledge base will be consistent.

The prototype system evaluates three phases: dénaiires prototype, research prototype
and executing prototype. Demonstrative prototypa igery small expert system which solves
only a part of the problem. It should prove thasipossible to make an expert system. Usually
after demonstration the prototype is abandonede&ek prototype is an expert system that
solves the entire problem, but is not truly testBdecuting prototype is a complete expert
system. It works only with the author and doesaiténany documentation.

During the last stage the system if tested in $albpe and the proper documentation is
prepared for the users and knowledge engineelatter knowledge-base correction, update and
edition. It is ready for commercial installation ihe market. Actually only 5% of all expert
systems reached this stage.

There are several advantages and disadvantagesingf expert systems. They provide
consistent answers for repetitive decisions, peEesand tasks, old and maintain significant
levels of information. Expert systems encourageawoizations to clarify the logic of their
decision-making. Such a system never ‘forgets’stoaquestion, as a human might.

Unfortunately, under some unusual circumstanceseréxgystem cannot make some
creative responses like human expert. Domain exgernot always able to explain their logic
and reasoning. Expert system works only in therenment that knowledge base is adapted to.
If the environment changes, the knowledge baseldHmichanged as well. Expert system is a
software, so if the error occurs, it may lead ®wrong decision.

2.1 History of Expert Systems

The growth of artificial intelligence could be c#ted into 3 time frames: the logical
period, the knowledge-based period and the peffiaadastrial artificial intelligence systems.

During the logical period (1960-1976) scientistsnied a complex labyrinth to solve
problems intelligently, but this failed due to thast initial time and space requirements for
generating these. Various heuristic approaches wszd. But during the logical period people
felt, that intelligence could be achieved by usingthematical logic. The axiomatic approach of
solving problems was based on a set of axioms dhdaem (a problem) to be solved. But this
approach failed as well, because most of the realdwproblems were never axiomatic. In 1973
the first programming language PROLOG was inventedas based on the above principle. In
1965 McCarthy invented LISP — the first languad®at tdid symbol processing instead of
numerical computation.

During the knowledge-based period (1976-1990) eUls there was a feeling that in order
to achieve intelligence, conclusion should be nfami® vast amount of previous knowledge
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collected or generated. A human makes decisionedbas knowledge obtained by years of
experience. In this period the two first experttegss MYCIN and DENDRAL were developed

in Stanford University.
Starting from 1990 until nowadays knowledge-basedesns have been applied to a wide

variety of areas.



3 Approaches

There are two main approaches in knowledge baseythgoal-driven reasoning and data-
driven reasoning.

Goal-driven reasoning (backward chaining) is arcieifit way to solve problems that can
be modeled as ‘structured selection’ problems. diheof the system is to make the best choice
from many enumerated possibilities. For exampleniification and diagnostic problems fit this
model.

The main idea of the goal-driven approach is that knowledge is structured in rules
which describe how each of the possibilities mightselected. The rule breaks the problem into
sub-problems. The system would try all of the ruldsch give information satisfying the goal.
Each would trigger sub-goals. The lowest level gahls would be satisfied or denied by asking
the user. The system effectively carries on a dialith the user. The user sees the system
asking questions and responding to answers adeitnpts to find the rule which correctly
corresponds to the right choice.

However, for many problems it is not possible toraerate all of the possible answers in
advance and have the system select the correcfonénstance, configuration problems fall in
this category. Since the inputs vary and can bebamed in an almost infinite number of ways,
the goal-driven approach will not work.

The data-driven approach (forward chaining) uséssraimilar to those used in backward
chaining, but the inference process is differeriite Bystem keeps track of the current state of
problem solution and looks for rules which will neothat state closer to a final solution.

The important thing is that for a data-driven apgio the system must be initially
populated with data, in contrast to the goal-driggstem which gathers as it is needed. Figure 3
illustrates the difference between forward and keckl chaining systems for two simplified
rules.

Backward chaining:

A=1 «— If A=1 & B=2 then C=3; Iff C=3 then D=4 «—— D=4
B=2

Forward chaining:
A=l __, IfA=1&B=2thenC=3; IfC=3thenD=4 __, D=4
B=2

Figure 3 — Difference between forward and backvedsainings

The forward chaining system starts with the dat®o1 andB=2 and uses the rules to
deriveD=4. The backward chaining system starts with the gb&ihding a value foD and uses
the two rules to reduce that to the problem ofifigdsalues forA andB.



4 Case-Studies

4.1 Case 1: Blast Furnace Control

In the beginning of 1990 NKK Steel Company’s FukmgaWorks developed an expert
system to predict abnormal conditions within itadblfurnace. A blast furnace is a complex,
distributed, non-linear process. Mathematical mindekechniques have never been able to
predict future dynamic states of the furnace withwggh accuracy to support automated control.

Because the blast furnace feeds all other processée steel mill, any instability in the
operation of the furnace is compounded by the impacother processes further down the
production line. Avoiding unstable operation of tlaenace requires characterizing the current
state of the furnace and projecting the conditiwhgch will occur over the next several hours
while there is still time to make adjustments. fnag a skilled blast furnace operator takes many
years. Codifying the skill of experienced furnape@tors reduces the training requirements.

Several factors contribute to the complexity of mlody a blast furnace. Material within it
coexists in all three phases — solid, liquid ang. @de large size of the furnace leads to six to
eight hours before a change in raw-material char¢@kes effect. There are no symmetries to
simplify the geometric modeling. Moreover, the flok material inside the furnace is itself a
complex process. The thermal state of the furnarena@ be measured directly, but must be
inferred from various sensor measurements. Theletigd for the furnace controller is to
minimize the uncertainty in the operating tempeaetihe smaller the uncertainty, the lower the
overall temperature needed to produce the pig(sea Figure 4.1).

Average Operating
Manual Control Temperature

el

Automated Control

Minimum Operating /
Temperature

Figure 4.1 — Fuel Cost Savings

An expert system has been developed which sucdigssfadels the current state, predicts
future trends with sufficient accuracy to make contlecisions, and actually makes the control
decisions. At any time, the operator can selebeeitnanual mode or automatic mode.

Figure 4.2 illustrates the blast furnace experneysstructure.
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Figure 4.2 - Blast furnace expert system structure

The system consists of three main components:

- A process computer gathers input data from vargaumsors in the furnace, maintains a

process database and generates furnace controhetion.

- An artificial intelligence processor provides theokledge and reasoning for assessing

and interpreting the sensor data, hypothesizingirtte¥nal state of the furnace, and
determining appropriate control actions.

- A distributed digital controller uses the furna@airol data from the process computer

to control the actual blast furnace.

The system was implemented in LISP with FORTRANdusar data processing. The
knowledge in artificial intelligence processor igntained in 400 rules, 350 frames, and 200
LISP procedures; fuzzy theory is employed in iference engine. The system has a cycle time
of 20 minutes instead of six to eight hours offilmmace time constant. Fuzzy set membership is
used to relate the temperatures inferred from tigruments to actual temperatures. The
membership functions are revised from time to tim&une the performance of the system.

The blast furnace control application is notewoffibtymany reasons. The problem had not
been solved previously by other techniques. Thepamy reports an estimated annual savings of
$6 million, a reduction in staff of four people,daan improvement in the quality of the furnace
output because of reduced fluctuations in furnaogperature.
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4.2 Case 2. MobES Expert System

Regarding to the usability and the important of teenputers to the users, and the least
number of the expertise in this field, a systenlecaMobES (Motherboard Expert System) was
developed to help the MSI's motherboard users¢ogeize, manage and fix the small problems
of their own personal computer. Knowledge of computoubleshoot was collected from the
experts by interviewing them, and also from the hedtoard manual book and from the MSI's
website, so that MObES can identify and give adeusalutions to the users.

First of all, motherboard is the main componentaofpersonal computer. From the
motherboard users can recognize the problems hapjianthe computer. But when things
happen, users are requested to access to the ‘emgdsite to list down their problems and
wait for the reply from the staff.

Secondly, the users have to call to the serviceeceand ask for the solution from the
technician. When they are doing so, they are cldarge

Lastly, the users have to refer to the motherbo@adual which can be hard to understand.

MobES can easily provide the solution users need.

The objective was to develop an expert system f8F'&Imotherboard users that would be
capable to help them recognize, manage and fix theiherboard’s problems, and provide them
with an appropriate solution base on the accuraigndsis.

The development of MobES includes four stages peexsystem life cycle.

In the stage of problem definition, the problemsefh by the users are identified and
assembled, so that to make sure that the datatablsufor the expert system. It is important to
gather all the information, identify the requirertserihe goals and the scope of the project.

During the knowledge acquisition stage the gath&rexlvledge is converted directly to the
computer version. The collection of knowledge foe MoObES was done by interviewing those
who are experienced in the MSI motherboard stre¢tand by collecting data from the user
manual books and the data from the MSI's websitalysis of gathered knowledge is important
to make sure that the data is accurate, so thasytstem can work as the expert while giving
solutions and the advice to the users.

In the stage of knowledge representation MobES dded with the rules, system
programming part and the system interface. This@l&very important for the system because
of the judging the successfulness of the wholeegtojThe inference engine selects a rule for
testing and then checks if the conditions for thée are true. The conclusion will then be added
to the knowledge base or may be displayed via $lee interface for information.

During the stage of prototype system the systettgss crucial as to validate and verify
the operations of the system at each stage ofytera process. The test planning is concerned
with setting out standard for testing process Heave as a guideline for the system developers
when they carry out the system testing.

There are many possible input devices that makedhemunication between the user and
the expert system effective. The most commonramise, keyboard, light pen, touch-sensitive
screen, and voice input, but for MObES, mouse aybdéard are used. An expert system user
interface takes the form of a set of questiondpwd by some advice from the system. The
expert system user interface will not only enahke wser to answer questions, but allow the user
to interrupt its operation and ask for explanations

There are few stages of testing have done for theE\S.
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Stage 1 - knowledge acquisition test. In this stégging on the accuracy of the knowledge
has done to make sure all the knowledge and raléke system are totally accurate with the
knowledge that collected from the expertise.

Stage 2 - structure and design test. In this sthgestructure of the knowledge and the user
interface are tested to ensure the MobES abifigotving the user’s problems. Besides that, the
test of the system interface is also done in tsigesto ensure that the users are comfortable with
the design.

Stage 3 - full prototype test. In this stage, tesf the whole system is done to ensure it
reaches the goals, whether it provides solution @ace to the users so that the users can
handle their own computer problems.

This Motherboard Expert System is still under depeient, so it has limited knowledge
and solutions about the MSI's motherboard, suckoasid card, monitor and display, mouse and
keyboard, BIOS setting and other PC problems. MbbEould collect more knowledge so that
more rules can create and to have a better sdnvi¢ke users.

In future, MobES may be able to apply with othertmoes of Artificial Intelligence like
artificial neural networks, fuzzy logic and genetigorithms to improve the design of the system
so that it can provide more accurate results tafess.
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5 Conclusion

Knowledge base technology will clearly become niwebpful in dealing with information
overload. The current capability of machine inggdhce is such that human knowledge will
continue to be a valuable resource for the forddedature, and technology to help to leverage
it will be increasingly valuable and capable. Hoegeun many cases experts are being asked to
surrender their knowledge and experience— the \emits that make them valuable as
individuals.

This paper has provided a brief overview of knowlkethased systems. Knowledge-based
systems appear to have a great deal of potentiak$est the activities of managers in many
organizations. They also have some dangers whict beuappreciated and confronted.
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